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Evolving Machine Intelligence (EMI) Group

Members: 
Currently, there are two PDRAs （博后）, four RAs（研究助理）, and one master 
student in EMI.

Research Interests: 
The Evolving Machine Intelligence (EMI) Lab focuses on evolvable intelligent systems. 
We are motivated to understand how evolution generates complexity, diversity and 
intelligence by computational simulations. 

Future Work: 
A major focus is on neuro-evolution, where large-scale deep neural networks are evolved 
for structure optimization. We are also interested in combining deep learning and 
evolutionary computation to develop optimization methods.

常年招收优秀研究助理、博士后，硕士生，博士生
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Background: 
I received the Ph.D. degree from the University of Surrey, Guildford, U.K., in 2016. My PhD 
study was financed by the Honda Research Institute Europe (HRI-EU).

Before joining the SUSTech as an Assistant Professor, I was a Research Fellow at the 
University of Birmingham.

Research interests: 
Computational intelligence, deep Learning, evolutionary computation, large-scale 
optimization.
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Background

Large-scale multiobjective optimization
 Formulation of multiobjective optimization problem 

(MOP): min
𝐱𝐱
𝑓𝑓𝑖𝑖(𝐱𝐱) 𝑖𝑖 = 1,2, … ,𝑀𝑀

𝑠𝑠. 𝑡𝑡. 𝐱𝐱 ∈ [𝐚𝐚,𝐛𝐛] and 𝑀𝑀 > 1, 
where 𝐱𝐱 = 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷 is the decision vector which 
consists a large number of D decision variables, 𝑓𝑓𝑖𝑖(𝐱𝐱) are 
the optimization objectives, 𝐚𝐚 and 𝐛𝐛 are the box 
constraints.

 Difficulties in large-scale MOP (LSMOP)
Huge volume of search space
Complex fitness landscape
Multiple interactions: 

• Interaction between the variables
• Interaction between the variables and 

objectives 

Multi-objective optimization problem

An example of large-scale multi-objective optimization –
Community detection in complex networks



Background

Some definitions
 Variable interaction:

𝐱𝐱𝑖𝑖 and 𝐱𝐱𝑗𝑗 are interacting iff there exist 𝑎𝑎1,𝑎𝑎2, 𝑏𝑏1, 𝑏𝑏2 statisfying

 Partially separable: 
Function 𝑓𝑓𝑖𝑖(𝒙𝒙) is called a partially separable function with 𝑘𝑘 components iff

 Variable interaction in MOPs:
Convergence-related
Diversity-related
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Test problem for large-scale multiobjective optimization

Motivation
 No existing benchmark test suite for LSMOPs
 Promote the research in large-scale multi-/many-objective optimization

Properties of the proposed LSMOPs:
 Uniform design formulation.
 Scalable to number of objectives
 Scalable to number of decision variables
 Exact shapes and locations of the PFs

The structure of the designed test problems. : Test function
 : Shape matrix
 : Landscape matrix
 : Shape functions
 : Landscape functions
 : Correlation matrix
 : Linkage function The formulation of the designed test problems.

Cheng R, Jin Y, Olhofer M. Test problems for large-scale multiobjective and many-objective optimization. IEEE Transactions on Cybernetics, 2017, 47(12): 4108-4121.



Test problem for large-scale multiobjective optimization

Correlation in LSMOPs
 Separable correlation

 Overlapped correlation

 Full correlation



Problem characteristics
 The decision variables are nonuniformly divided into a number of groups.

 Different groups of decision variables are correlated with different objectives.

 The decision variables have mixed seperability.
 The decision variables have linkages on the PSs.

Test problem for large-scale multiobjective optimization



Performance of existing MOEAs on LSMOP
 IM-MOEA, MOEA/D-DE, NSGA-II

 IBEA, RVEA, NSGA-III

The IGD results achieved by the compared algorithms.

Test problem for large-scale multiobjective optimization
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Real-world large-scale multiobjective optimization problems

The benchmark LSMOPs are regular in terms of their formulations, Pareto 
optimal fronts (PF), Pareto optimal sets (PS), etc.
 The multiplication/addition-based form 





 Properties of existing test problems
 Regular PF
 Regular PS
 Regular variable interaction

The PSs and PFs of some popular test problems.

Cheng He, Ran Cheng, Ye Tian, Chuanji Zhang, Hongbin Li. Formulating Time-Varying Ratio Error Estimation for Large-Scale Multiobjective Optimization, manuscript, 2019.



The time-varying ratio error estimation (TREE) task in the power delivery system
 Problem descriptions

(The decision variables of the TREE, the real voltage values)

(The voltage values measured by k three-phase voltage transformers)

(Ratio error between the measured value and the real value)

(Time-varying relationship of the ratio errors)

A voltage transformer in a substation

Real-world large-scale multiobjective optimization problems

𝒙𝒙 = (𝑥𝑥𝐴𝐴𝐴,⋯ , 𝑥𝑥𝐴𝐴𝐴𝐴 , 𝑥𝑥𝐵𝐵1,⋯ , 𝑥𝑥𝐵𝐵𝑛𝑛 , 𝑥𝑥𝐶𝐶1,⋯ , 𝑥𝑥𝐶𝐶𝑛𝑛 )

𝒅𝒅𝟏𝟏 = 𝑑𝑑𝐴𝐴𝐴𝐴,⋯ ,𝑑𝑑𝐴𝐴𝐴𝐴𝐴 , 𝑑𝑑𝐵𝐵11,⋯ ,𝑑𝑑𝐵𝐵𝑛𝑛1 ,𝑑𝑑𝐶𝐶11,⋯ ,𝑑𝑑𝐶𝐶𝑛𝑛1
⋯

𝒅𝒅𝒌𝒌 = 𝑑𝑑𝐴𝐴𝐴𝑘𝑘 ,⋯ ,𝑑𝑑𝐴𝐴𝐴𝐴𝑘𝑘 , 𝑑𝑑𝐵𝐵𝐵𝑘𝑘,⋯ ,𝑑𝑑𝐵𝐵𝐵𝐵𝑘𝑘 ,𝑑𝑑𝐶𝐶𝐶𝑘𝑘,⋯ ,𝑑𝑑𝐶𝐶𝐶𝐶𝑘𝑘

𝒆𝒆𝒊𝒊=(𝑑𝑑𝐴𝐴𝐴𝐴𝐴−𝑥𝑥𝐴𝐴𝐴
𝑥𝑥𝐴𝐴𝐴

,⋯ , 𝑑𝑑𝐴𝐴𝑛𝑛𝑖𝑖−𝑥𝑥𝐴𝐴𝑛𝑛
𝑥𝑥𝐴𝐴𝑛𝑛

, 𝑑𝑑𝐵𝐵𝐵𝑖𝑖−𝑥𝑥𝐵𝐵𝐵
𝑥𝑥𝐵𝐵𝐵

, … , 𝑑𝑑𝐵𝐵𝑛𝑛𝑛𝑛−𝑥𝑥𝐵𝐵𝑛𝑛
𝑥𝑥𝐵𝐵𝑛𝑛

, 𝑑𝑑𝐶𝐶1𝑖𝑖−𝑥𝑥𝐶𝐶1
𝑥𝑥𝐶𝐶1

, … , 𝑑𝑑𝐶𝐶𝑛𝑛𝑛𝑛−𝑥𝑥𝐶𝐶𝑛𝑛
𝑥𝑥𝐶𝐶𝑛𝑛

)

𝑫𝑫𝒊𝒊=(𝑒𝑒2𝑖𝑖 − 𝑒𝑒1𝑖𝑖 ,⋯ , 𝑒𝑒𝑛𝑛+1𝑖𝑖 − 𝑒𝑒𝑛𝑛𝑖𝑖 )

The data collected from different voltage transformers



The time-varying ratio error estimation (TREE) task in the power delivery system
 Formulation (physical and statistic rules extracted by experts), including 2~3 objectives, 3~6 

constraints, and hundreds to millions of decision variables.













Real-world large-scale multiobjective optimization problems

𝑓𝑓1 𝒙𝒙,𝒅𝒅𝟏𝟏, … ,𝒅𝒅𝒌𝒌 = ∑𝑖𝑖=1𝑛𝑛 ∑𝑗𝑗𝑘𝑘 𝒆𝒆𝑗𝑗 2

𝑓𝑓2 𝒙𝒙,𝒅𝒅𝟏𝟏, … ,𝒅𝒅𝒌𝒌 = ∑𝑖𝑖=1𝑘𝑘 𝑠𝑠𝑡𝑡𝑡𝑡(𝑫𝑫𝒊𝒊)

M1 M2 M3

110kV

10kV

Unknown real voltages (𝒙𝒙)

Detected 
voltage (𝒅𝒅𝟏𝟏)

Detected 
voltage (𝒅𝒅𝟐𝟐)

Detected 
voltage (𝒅𝒅𝟑𝟑)

A smaller 𝑓𝑓1 𝑥𝑥 ,𝑓𝑓2 𝑥𝑥 indicates a better prediction accuracy.



Variable interaction in TREE
 Variable interaction with one function (by DG2) 
 Variable interaction with multiple functions (by LMEA and MOEA/DVA).

 Fully separable/non-separable and partially separable interactions are involved.
 Convergence-/diversity-related variables are involved in both the objectives and constraints.
 It is interesting to observe the different analysis results obtained by LMEA and MOEA/DVA.

Differential groupings associated with each objective/ constraint function.
Convergence-/diversity-related variable analysis 

associated with all the objectives/constraints.

Real-world large-scale multiobjective optimization problems



Performance of existing MOEAs on TREE problems
 NSGA-II, MOEA/D, GDE3, CMOPSO, MOPSO, IBEA, MOEA/DVA, WOF-SMPSO

 Not well converged or distributed
 Small number of feasible solutions
 Fail to solve problems with complex objectives

or large-scale decision variables

IGD results achieved by different algorithms

Non-dominated solutions obtained by each algorithm on TREE1 and TREE6

Real-world large-scale multiobjective optimization problems
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LSMOPs are challenging: too many decision variables to optimize – no way to 
optimize all together.
 Solve in a divide-and-conquer manner

 Cooperative coevolution based MOEA (CCGDE3, 2013)
 Dimension reduction based method (DR_NSGA-II_KN, 2014)
 Decision Variable clustering based MOEA (LMEA, 2018)

 How about large-scale many-objective optimization problems?
 Huge decision space as well as objective space
 Difficulty in balancing convergence and diversity

Solving large-scale many-objective optimization problems

Zhang X, Tian Y, Cheng R*, and Jin Y. A decision variable clustering-based evolutionary algorithm for large-scale many-objective optimization. IEEE Transactions on Evolutionary Computation, 2018, 22(1): 97-112.



LMEA: Large-scale many-objective evolutionary algorithm
 Solve in a divide and conquer manner

 Cluster the decision variables into two groups (DV and CV)
 Further divided the CV into several subgroups (subCVs)
 Iteratively optimize subCV and DV

Solving large-scale many-objective optimization problems

Convergence 
optimization

Convergence 
optimization

Convergence 
optimization

Decision variables

Convergence-related variables Diversity-related variables

Subgroup Subgroup Subgroup

Variable clustering

Interaction analysis

Diversity
optimization



Variable clustering in LMEA
 Perturbation and clustering

 Perturb each variable of one solution several times
 Generate a line to fit the solutions obtained by perturbing each variable
 Use K-means to divide all variables into two clusters

An example to illustrate the clustering method in LMEA, which divides the decision variables into two groups.

Solving large-scale many-objective optimization problems



Variable clustering in LMEA
 Convergence-related and diversity-related variables

 Convergence-related variables: can make better convergence with little diversity change
 Diversity-related variables: change the distribution of the solutions but contribute little to 

convergence

Solving large-scale many-objective optimization problems

Diversity-related
Convergence-related

Diversity-related
Convergence-related



Decision variable grouping accuracy in comparison with MOEA/DVA

 Mixed variables are treated as convergence-related variables
 Similar grouping results

Variable grouping results on some test instances.

Solving large-scale many-objective optimization problems



Performance on large-scale many-objective optimization

 Effective for large-scale MaOPs
IGD results obtained by the compared algorithms

Solving large-scale many-objective optimization problems
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Existing MOEAs are inefficient in terms of function evaluation consumption and 
computation time. 
 Reformulate the LSMOP into SOP

 Weight variable association
 Subproblem construction
 Objective space reduction

 Single-objective optimization
 Optimize the weight variable
 Collect the solution during the optimization

 Spread the population over the entire PS
 Start from quasi-optimal solutions

Accelerating large-scale multiobjective optimization

He C, Li L, Tian Y, Zhang X, Cheng R*, Jin Y, and Yao X. Accelerating Large-scale Multi-objective Optimization via Problem Reformulation. IEEE Transactions on Evolutionary Computation. 2019.



Reformulating the LSMOP into SOP for reducing the number of decision 
variables and objectives.
 Reformulate the LSMOP

 Select several reference solutions
 Generate two reference directions for each solution 

in the decision space
 Assign each direction a weight variable

(denote the distance to the PS)
 Optimize all the weight variables simultaneously

(measure the quality of the solution set by an indicator)
An example of the weight variable association

Accelerating large-scale multiobjective optimization



General performance on LSMOP using 50,000 FEs 
 Convergence acceleration

IGD results obtained by the original MOEAs and their accelerated versions Comparison with the-state-of-the-art algorithms

Accelerating large-scale multiobjective optimization



General performance on LSMOP using 50,000 FEs 
 Computation time acceleration

 Accelerate the convergence rate
 Accelerate the computation time

The computation time used by the original MOEAs and their 
accelerated versions

Comparison with the-state-of-the-art algorithms

Accelerating large-scale multiobjective optimization



More results on DTLZ and WFG using 50,000 FEs

The IGD results obtained by the original MOEAs and their accelerated versions on DTLZ and WFG test suites

Accelerating large-scale multiobjective optimization
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The challenges in large-scale multiobjective optimization:
 More effective and efficient variable analysis methods
 Constraint handling
 From thousands to million or even billion scales
 From multiobjective to many-objective
 From cheap to expensive
 From machine learning to deep learning
 From continuous to discrete
 More acceleration strategies
 More real-world LSMOPs
 …

05/04/2019 32

Future Challenges



Thank you!
(Q&A)
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